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ABSTRACT: Development of a training platform for power plant application 

using virtual reality (VR) tools supports the safety operation. The VR platform 

is a computer-based artificial environment where the user can do activities 

and interact with different objects, and he/she senses the environment 

realistic. Such immersive, realistic VR world can be applied in the energy 

sector of the industry, especially in the field of maintenance, operation in 

normal and emergency conditions to train the staff for the adequate actions. 

For this, usability test of the recently available devices are performed, 

followed by the development of an industrial application. Using this power 

plant application the maintenance training can be performed in such a way 

that it does not disturb the operation schedule of the plant and the user is not 

exposed unnecessarily at danger (high temperature, radiation, etc.). 
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1. INTRODUCTION

The virtual reality is an artificial environment produced by means of computer 

systems and information technologies, in which the user, using his/her virtual 

identity, can do interaction in the cyberspace. A great advantage of the virtual 

training platform is that it can be separated from the real world in space and time 

and in such a way it does not disturb the work operations, and there is no need to 

physically build expensive training areas. The objective is to develop a virtual 

perception-based event simulation training platform for training people for 

maintenance of power plant equipment. The use of the virtual space in the design, 

testing and maintaining of new or existing facilities of the energy sector may 

enhance the safe operability, maintainability and interference with critical situations 

in terms of early error detection. The platform provides for the user a realistic and 

immersive experience. The system is interactive, so the user’s action will affect the 

VR environment, and can be linked to real world actions. It is important that the 

work can be done in a safe environment without emergency situation (the user is not 

exposed to heat, radiation, high voltage, and other hazards of oxygen deficiency), 

and the system is portable. 
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2. DEVELOPMENT OF VIRTUAL POWER PLANT ENVIRONMENT 

 

Development of the virtual training platform requires the design of a virtual power 

plant environment, which includes the digital modelling of the facilities and 

equipment using 3D scanning or CAD software. The polygon structure developed 

by the modelling software can be compiled using the physical properties of the 

modelled objects in Unity3D game engine software. The flexibility of the fictional 

space makes possible to test several elements of the system and to enhance the fine 

movement capability of the maintenance staff. Initially, some fundamental 

interactions, such as opening the door, turning on/off the lights, or controlling 

proportionally the speed of a fan were used to test the potential applicability of the 

virtual reality in industrial applications. Later, the focus was shifted to test the 

maintenance of a gas turbine located in the middle of the hangar (Fig.1). 

 

 
Figure 1 Virtual environment 

 

For maintenance task the manual work is emphasized, however, the spatial 

movements in space is also considered in natural way. The role of the spatial 

movements is very significant when the maintenance requires motion between the 

various places of the plant, and learn to navigate in workspace. The user can walk 

with his/her legs in the assembly shop or kneel next to the equipment using the 

Virtualizer motion detection system. Within the virtual environment it is necessary 

to define such a character that is able to interact with its environment. This character 

is the avatar of the user, whose movements are controlled by the user motion in the 

real world - the user movements in the real world are transformed into the 

movements of the avatar in the virtual space. It is essential for the immersive 

experience that the user should be able to control his/her avatar and do interactions 

with such natural movements like he/she does in the real life. To lift up a gear it is 

necessary to use fingers, however, if the object weight exceeds the limits of the one-

handed work, the technician must intervene with both hands. Such movements are 

necessary to happen in the same way in the virtual space as in the reality, the 

realistic physical motion is essential. Solving the problem requires the combination 



and joint application of more, recently available VR tools to access the best and 

most realistic result (Fig. 2). These tools are the following:  Oculus Rift (OR) head-

mounted-display for visualising the 3D environment in a realistic, stereoscopic way; 

Cyberith Virtualizer (CV) motion control device for detecting the body movement 

of the user; Leap Motion (LM) non-contact optical motion sensor for detecting the 

fine motor movements of the user. The aim is that the movements of a specific task 

in the virtual space should be equivalent with the movements in the real space [1], 

so conditioned reflexes will not build into the activities which can be detrimental to 

the work of the staff during the actual execution of the task. 

For practising the assembly work, it is essential the precise and latency-free (real-

time) motion detection. Many different devices are available in the market, 

however, for our application the LEAP Motion provides the best solution, as their 

small-sized, non-contact optical motion sensor can be fixed to anywhere and it does 

not disturb the free movement of the user. A further advantage of the LM is that the 

provided SDK (software development kit) allows large freedom for the software 

development in the field of image processing for the two-camera hardware.  

 

 
Figure 2 Combination of VR tools – Walking in the virtual assembly shop 

 

The soul of the maintenance work is indisputably the fine motor movement, for 

which mapping using dynamic imaging variables the bi-cameras of the LEAP 

Motion sensor are applied. The advantage of the sensor is the disadvantage as well: 

as an optical sensor does not require a direct connection with the user, the non-

contact design provides the freedom and flexibility of movement for the mechanic 

during the training, however, the sensor can detect only those movements what are 

visible for the camera of the LEAP Motion (obscured motions cannot be detected – 

blind spots). As the hardware cannot be improved, to get around the problem 

according to the abovementioned, an algorithm for movement method recognition is 

developed, which infers typical schemes from the obtained data and automates the 



smaller joint operations in such a way that it does not detract from the difficulty 

level of implementation of the task and the user does not recognize the „assistance“. 

The incomplete data from the sensors are replaced by movement schemes borrowed 

from the real-life in order to make the operations smoother. In case of assembly, if 

the magnitude of our hands' trembling is greater than the size of the bore where the 

bolt we want to insert, most probably the operation will be failed and the bolt will 

land on the ground (Fig. 3).  

 

 
Figure 3 Fine motor motion simulations for precise operation using virtual hands 

 

As similar problem also can happen in the virtual reality due to the hardware 

deficiencies, such solution is required which intervenes only in the most necessary 

cases in order not to decrease the realistic level of the operation. According to our 

interpretation, during the assembly operations the absolute value of the position 

difference of the vectors of the fingertips per one second provides the trembling 

phenomenon of the hands which makes difficult the task. In further, this scalar 

value between 0 and 1 defines that relative distance of the components at which 

they will be automatically inserted to their position. The importance of this step 

should be highlighted, because the algorithm, considering the actual environment 

variables, looks for that smallest distance in which the user needs assistance. The 

event manager provides only such assistance which is necessary due to the 

hardware deficiencies.  

With a method developed for measurement of the grip force, the objects can be 

gripped not only from the top direction, but the direction of larger size objects also 

can be controlled during the assembling. In contrast to the digital gloves the LEAP 

Motion models the virtual movement of the hand in-contact way, it does not use 

resistance-based kinematic-sensors. This is an advantage in many ways; however, it 

also proposes a serious problem: at the description of the physical properties of the 

hands not only the markers based coordinates should be considered, but the 

pressure/force should be also taken into account. When the colliders of the fingers 

reach the polygon of the objects, a subordinated script resets its absolute position 

based on the diameter of the widest point of the object. This data is interpreted as 

zero point in the future; the positive and negative difference will be the numerical 

data of the grip force. If the measured value is 100%, the gravitational force acting 

at the end of the object will be decreased to zero, and the bolt remains in the same 

position as at first it was gripped and lifted up [7].  

Look now some fundamental interactions in order to understand how the brain 

recognizes the virtual environment. Let’s switch on the light: doing so a trigger box 



is defined for the mesh collider of the animated switch, in such a way avoiding the 

physical contact between the two objects (hand and switch), and reducing the 

number of errors and improves the user experience. In case of the interaction 

(switched on light), the clicking sound of the mechanics and the transforming 

switch together provide such an audio-visual feedback for the user that the human 

brain can link together the storyline, naturally sense the events without having 

actually physical interaction, without touching the surface of the switch by fingers 

(Fig. 4). 

 
Figure 4 Switch on/off the light 

 

This simple interaction is an excellent example for our response to the largest actual 

problem of the virtual reality: developments of most of the available VR hardware 

are infancy, so many clumsy solutions appear due to inaccurate sensors, and 

incorrectly mapped movements which are inevitably detract the user experience. 

With this the reality of the simulation for the user becomes questionable; however, 

the immersion is the base of the raison d'etre of the virtual reality [2]. The software 

development can be the solution for getting around the hardware deficiency 

determined by the market, based on a simple thesis: that is true what our brain 

believes so.  

Task of opening a door provides answers to other general questions: in this 

experiment (in sharp contrast to the previous example), a door can be opened using 

purely physical interaction of two colliders. So the door should be simply pushed 

with our hands until it opens. This is very important because in this case the haptic 

feedback has an important role in the reality, from this feedback the user feels how 

large force is necessary to open the door [3]. The haptic feedback is not available 

yet for the virtual reality, however, the brain is able to assess and „sense“ the haptic 

feedback based on visual signals.   

 



3. VIRTUAL ASSEMBLY 

 

Three interconnected tools (OR, CV, LM) together create scheme about the reality, 

their digital extracts are combined into one character (avatar) to generate the 

complex motion of the avatar of the user. The system of the connected devices 

transforms the real world movement to the interaction between the complex 

character and virtual space. In the hangar a gas turbine is placed, on which the 

assembly training can be exercised [4], (Fig. 5). First of all, the cover of the opening 

of the turbine casing can get down ensuring free way to the mechanics, creating the 

possibility for the interaction. The gearbox can be completely disassembled 

following logical order as in the reality. From the lower gear box the gear can be 

taken out only using two hands (lower picture in Fig. 5): in this case a script checks 

based on the hierarchy states that two colliders should be in contact with the gear in 

the same time. If both hands are in contact with the given object, the item will move 

together with the left hand, and it can be removed. In case of assembly the 

components can jump to their position from a relatively small distance. 

 

 
Figure 5 Assembly of a gear using two hands in virtual reality 



4. DISCUSSION 

 

The LM is an optical sensor [5]; therefore, the possible error factors can be 

significantly increased. The infrared background radiation reduces the contrast 

detected by the sensor, thus, to distinguish the fingers in the background is more 

difficult for the algorithm during the image analysis. Further problems are the blind 

spots and the small interaction area which does not cover the area of the activities, 

so the user can be out of the range of the sensor. The latter problem can be solved to 

mount the LM sensor to the flange of the rotating element of the Virtualizer, so the 

user is not disturbed in the free movement and during his/her turning the hands 

remain in the interaction area. Alternative solution can be to mount the LM sensor 

to the front panel of the OR since the user follows the assembly with his/her eyes 

during the manual work. However, due to the movement of the head the data from 

the LM sensor about hands become false influencing and often distorting to 

unusability the interpretation of the incoming data [6]. Thus, an absolute reference 

system is used based on the data extracted from the accelerometer and gyroscope of 

the OR (IMU module), where the vector values of the OR movements are added to 

the measured values of the LM obtained from the image analysis of the hands in 

order to compensate each other, so that the head movements do not affect the 

position of the hands in the virtual space. After this, all the movements are absolute 

values in the obtained space. To solve the problem of the blind spots due to the 

viewing angle and the problem of the false signals two LM sensors can be 

connected [7]. However, connection of them generates further problems for what 

the developments are in progress. 

 

5. CONCLUSIONS 

 

Our goal is to increase the safety of the trainee and, the efficiency of the training 

method and reduce the costs of the education methods spent on training. The pilot 

application which combines the spatial and fine motor movement using combined 

hardware and software tools, the system provides realistic and interactive virtual 

space for training. It is possible to walk in a room or on the territory of the power 

plant, switch on/ off the light, open and close the doors, control the fan speed, and 

study the assembly work of a turbine. The user can be trained in a realistic power 

plant environment and does not disturb the on-site work and he/she is also not 

exposed unnecessarily at danger. This pilot application proves the applicability of 

the virtual reality in the industry; the virtual reality is suitable alternative for 

creating a versatile industrial training system. 
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