
Mathematics for economic analysis, Homework set 2.

See also the HW2.ods or HW2.xlsx files. Their sheets are: ”error(Dx) of f’(x)”, ”f,f’ for 2x2 − x4”.

1 Inverse functions

1.0.1 Exercise: Inverse trigonometric functions

Plot the inverse of the sin, cos, tan functions! You need to restrict their domains so they become bijective (one-to-one)
functions. However we still want the same ranges as that of the unrestricted trigonometric functions have. We call these
restricted functions as Sin, Cos, Tan. What should be the coordinates of the endpoints of the graphs of Sin and Cos?
What is the locations of the vertical asymptotes of Tan?

x

Sin(x)

f(x) = Sin(x)

x

Cos(x)

f(x) = Cos(x)

x

Tan(x)
f(x) = Tan(x)

The inverses are called arcsin(x), arccos(x), arctan(x). In this course you do not need to know them, regard this as a
sort of drawing exercise.

1.0.2 Sample exercise: Inverse of a multicomponent multivariable function

Let
~f(x1, x2) = (x2, x1 + x2).

(This rule generates the Fibonacci sequence if F0 = 1, F1 = 1, Fn+1 = Fn + Fn−1.)

What is ~f−1(x1, x2) ?
Solution:

y1 = x2, y2 = x1 + x2,

solve for x1,2 : x2 = y1, x1 = y2 − x2 = y2 − y1,

so : ~f−1(y1, y2) = (y2 − y1, y1),

after renaming the arguments : ~f−1(x1, x2) = (x2 − x1, x1).
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1.0.3 Exercise

Let
~f(x1, x2) = (x1 + x2, 2x1 + 4x2).

What is ~f−1(x1, x2) ?
Remark: You will learn next semester in Linear Algebra that this exercise is the same as computing the inverse matrix(

1 1
2 4

)−1
.

1.0.4 Exercise

Let
~f(x1, x2) = (x1 + 2x2, 2x1 + 4x2).

Can you compute ~f−1(x1, x2) ?
Remark: You will learn next semester in Linear Algebra that this exercise is the same as attempting to compute the

inverse matrix (
1 2
2 4

)−1
.

2 Continuous functions

2.1 Limits

2.1.1 Exercise

For the following two f(x) functions

-5 5

-2

-1

1

2

3

4

-5 5

-5

5

10

15

read off from the plots the following limits:

lim
x→∞

f(x), lim
x→−∞

f(x), lim
x→−3

f(x), lim
x→3

f(x),

If you know about left and right limits, solve the exercise for x→ ±3± 0, too!
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2.2 Fixed points

2.2.1 Sample exercise: Fibonacci sequence, stabilization of the ratio of the old rabbits in the population

Check at least the first of the next three pages.
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2.2.2 Exercise

Repeat the previous sample exercise for the Fibonacci like sequences:

F0 = 1, F0 = 1,

a) Fn+1 = Fn + 2Fn−1, b) Fn+1 = Fn + 6Fn−1, b) Fn+1 = 2Fn + Fn−1.

5



3 Derivation

3.0.1 Exercise

Draw (plot) the f ′(x) derivative function for f(x) on the same plot! (The black dots on the axes are at where x or y is ±1.)
For the 4th function the derivative is plotted, too.
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Remarks:

� The first of these functions is

f(x) =


− 3x

2 − 2.5 x < −1

−1 −1 < x < 1
3x
2 − 2.5 x > 1

while the rest are

0.5(x− 1)(x+ 1)

x3
,

√
x2 + 1− 2,

−
√
|x|, −

√
9− x2,

tanh(3(x+ 1)) + 1.5, tanh(3x),

− tanh(3x)− 2, 1− 0.125(x− 2.5)(x− 1)(x+ 1)(x+ 2.5),

0.5(x− 1)(x+ 1)

(x− 3)x
, − |x| , 0.25(x− 2)(x+ 0.5)(x+ 2).

One can has a quite happy life without knowing what is the tanh (tangens hyperbolicus) function, it is defined as
tanh(x) = (ex − e−x)/(ex + e−x). Apart from things like hyperbolic geometry, it can be used to get a smooth
approximation of the unit step (aka Heaviside theta) function, which is 0 for negative numbers, while 1 for positive
ones. The plots of tanh(x) and ”unit.step(x) = θ(x), 0.5(tanh(x) + 1)” are

-3 -2 -1 1 2 3

-1.0

-0.5

0.5

1.0

-3 -2 -1 1 2 3

0.2

0.4

0.6

0.8

1.0

I deliberately scrambled the order of the functions, can you match the functions with their graphs?

� To plot a function in WolframAlpha, try for example

plot -sqrt(-x^2+9) from -3 to 3

The derivative is plotted as

plot (-sqrt(-x^2+9))’ from -3 to 3

� The same in SAGE is

var(’x’);

plot(-sqrt(-x^2+9),x,(-3,3))

and

var(’x’);

plot( derivative(-sqrt(-x^2+9),x), x,(-3,3))
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3.0.2 Exercise: Plotting F (x) =
∫
f(x) dx.

Given f(x), find a function F (x) whose derivative is f(x). F is determined only up to a constant:

F ′(x) = f(x) =⇒ (F (x) + C)′ = f(x).

Draw (plot) one of these function for each f(x)! For the 5th function a primitive function F (x) is plotted, too.
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Remarks:

� The list of these functions is

− |x| , 0.25(2− x)(x+ 2),
1

2
(1− tanh(3x)),

1

2
tanh(3x), 0.5(x+ 1), (2− |x|)θ(2− x)θ(x+ 2),

0.5(1− x),
1

2
(tanh(3x) + 1), 2θ(1− x)θ(x+ 1),

0.25(x− 2)(x+ 2), 0.125(x− 2)x(x+ 2), 2θ(1− x)θ(x+ 1)− 1.

I deliberately scrambled the order of the functions, can you match the functions with their graphs?

� To plot a function in WolframAlpha, try for example

plot -sqrt(-x^2+9) from -3 to 3

The integral is obtained by

integrate -sqrt(-x^2+9)

� The same in SAGE is

var(’x’);

integrate(-sqrt(-x^2+9),x)

3.1 Properties of f(x)

Searching for the roots, critical and inflection points of f(x) requires the solution of equations like

roots: f(x) = 0,

critical points: f ′(x) = 0,

inflection points: f ′′(x) = 0.

� In WolframAlpha, try for example

solve x^4-x^2 = 0 for x

solve (x^4-x^2)’ = 0 for x

solve (x^4-x^2)’’ = 0 for x

� The same in SAGE is

var(’x’);

solve( x^4-x^2 == 0, x)

solve( derivative(x^4-x^2, x) == 0, x)

solve( derivative(x^4-x^2, x, 2) == 0, x)
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3.1.1 Sample exercise

Tell all that you know about the function f(x) = e−2xx.
Solution:

f(x) = e−2xx

f ′(x) = e−2x(1− 2x)

f ′′(x) = 4e−2x(x− 1)

roots : (0, 0)

critical points :

(
1

2
,

1

2e

)
inflection points :

(
1,

1

e2

)
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0.20

f(x)

0.5 1.0 1.5 2.0 2.5
-0.1
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0.3

0.4

0.5

f'(x)

0.5 1.0 1.5 2.0 2.5

-3.0

-2.5

-2.0

-1.5

-1.0

-0.5

f''(x)

Black dots are the roots of f(x), i.e. solutions of f(x) = 0, red ones are the possible critical points (local min. or max.)
of f(x), i.e solutions of f ′(x) = 0, while the green ones denote the inflection points, i.e. solutions of f ′′(x) = 0.

Your solution should also include the following items, too:
Df , Rf , intervals where f is increasing/decreasing and convex/concave, limits at ±∞, parity, periodicity.

These should be obvious if you take a look at the plot of f(x).

3.1.2 Exercise

Repeat the previous sample exercise for f(x) = x
e2x !

(First compare this function to the sample exercise’s one, then decide if you really need to do some complicated analysis.)

3.1.3 Exercise

Repeat the previous exercise for f(x) = xe−x!
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3.1.4 Sample exercise

Tell all that you know about the function f(x) = e2xx. Solution:

f(x) = e2xx

f ′(x) = e2x(2x+ 1)

f ′′(x) = 4e2x(x+ 1)

roots : (0, 0)

critical points :

(
−1

2
,− 1

2e

)
inflection points :

(
−1,− 1

e2

)

-2.5 -2.0 -1.5 -1.0 -0.5

-0.20

-0.15

-0.10

-0.05

0.05

0.10

f(x)

-2.5 -2.0 -1.5 -1.0 -0.5
-0.1

0.1

0.2

0.3

0.4

0.5

f'(x)

-2.5 -2.0 -1.5 -1.0 -0.5

0.5

1.0

1.5

2.0

2.5

f''(x)

3.1.5 Exercise

Repeat the previous sample exercise for f(x) = −xe3x!

13



3.1.6 Sample exercise

Tell all that you know about the function f(x) = 2x3 − 3x2.
Solution:

f(x) = 2x3 − 3x2

f ′(x) = 6(x− 1)x

f ′′(x) = 12x− 6

roots : (0, 0)(0, 0)

(
3

2
, 0

)
critical points : (0, 0)(1,−1)

inflection points :

(
1

2
,−1

2

)

-0.5 0.5 1.0 1.5

-1.0

-0.5
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f(x)
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3.1.7 Exercise

Repeat the previous sample exercise for f(x) = −x3 + x!
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3.1.8 Sample exercise

Tell all that you know about the function f(x) = 2x2 − x4.
Solution:

f(x) = 2x2 − x4

f ′(x) = −4x
(
x2 − 1

)
f ′′(x) = 4− 12x2

roots : (0, 0), (0, 0),
(
−
√

2, 0
)
,
(√

2, 0
)
,

critical points : (−1, 1), (0, 0), (1, 1),

inflection points :

(
− 1√

3
,

5

9

)
,

(
1√
3
,

5

9

)
,

-1.5 -1.0 -0.5 0.5 1.0 1.5

-1.0

-0.5

0.5

1.0

f(x)

-1.5 -1.0 -0.5 0.5 1.0 1.5

-6

-4

-2

2

4

6

f'(x)

-1.5 -1.0 -0.5 0.5 1.0 1.5

-30

-25

-20

-15

-10

-5

5

f''(x)

3.1.9 Exercise

Repeat the previous sample exercise for f(x) = x4 − x!
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3.1.10 Sample exercise

Tell all that you know about the function f(x) = (x− 3)
√
x.

Solution:

f(x) = (x− 3)
√
x

f ′(x) =
3(x− 1)

2
√
x

f ′′(x) =
3 (x+ 1)

4x3/2

roots : (0, 0), (3, 0),

critical points : (1,−2),

inflection points :

1 2 3 4

-2

-1

1

2

f(x)

1 2 3 4

-4

-3

-2

-1

1

2

f'(x)

1 2 3 4

1

2

3

4

f''(x)

3.1.11 Exercise

Repeat the previous sample exercise for f(x) = −x
√

3− x!
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3.1.12 Sample exercise

Tell all that you know about the function f(x) = x log
(
x2
)
.

Solution:

f(x) = x log
(
x2
)

f ′(x) = log
(
x2
)

+ 2

f ′′(x) =
2

x
roots : (−1, 0), (1, 0),

critical points :

(
−1

e
,

2

e

)
,

(
1

e
,−2

e

)
,

inflection points :

-1.5 -1.0 -0.5 0.5 1.0 1.5

-1.0

-0.5

0.5

1.0

f(x)

-1.5 -1.0 -0.5 0.5 1.0 1.5

-6

-4

-2

2

f'(x)

-1.5 -1.0 -0.5 0.5 1.0 1.5

-15

-10

-5

5

10

15

f''(x)

Remark: x = 0 is not in the domain Df = (−∞, 0) ∪ (0.∞), so at (0, 0) there should be a hole on the plot of f . Indeed
(0, 0) is not listed among the roots.

3.1.13 Exercise

Repeat the previous sample exercise for f(x) = −x log(x4)!
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3.1.14 Sample exercise

Tell all that you know about the function f(x) = x+ 1
x .

Solution:

f(x) = x+
1

x

f ′(x) = 1− 1

x2

f ′′(x) =
2

x3

roots :

critical points : (−1,−2), (1, 2),

inflection points :

-4 -2 2 4

-15

-10

-5

5

10

15

f(x)

-4 -2 2 4

-2.0

-1.5

-1.0

-0.5

0.5

1.0

f'(x)

-4 -2 2 4

-1.5

-1.0

-0.5

0.5

1.0

1.5

f''(x)

3.1.15 Exercise

Repeat the previous sample exercise for f(x) = − 2
x+3 − 5x !

3.1.16 Remarks

We searched for critical an inflection points by solving f ′(x) = 0 and f ′′(x) = 0. Note however that a solution might not
corresponds to a local minimum/maximum or to an inflection point.

� f(x) = x3: Here f ′(0) = 0, nevertheless (0, 0) neither a local minimum nor a maximum.

� f(x) = x4: Here f ′′(0) = 0, nevertheless (0, 0) is not an inflection point.
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3.1.17 Exercise: Local versus global minimum/maximum

Mark the local and global minimums and maximums of the following functions having the same domain Df = [0, 1] ! Use
the markers of the solved case of the middle top graph!

x
0 1

f(x)

x
0 1

f(x)

x
0 1

f(x)

3.1.18 Exercise

Solve the previous exercise when Df = (0, 1) only!

Remark:
For the solution we need to know how to treat the missing endpoints of [0, 1]. What should be the minimum of f(x) = x

on Df = (0, 1) ? It can not be 0, as that value would be attained at x = 0, which is not inside of Df . Nevertheless 0 is the
largest possible number such that f(x) ≥ 0, so we say that

inf
x∈(0,1)

f(x) = 0,

instead of the not quite correct
min
x∈(0,1)

f(x) = 0

statement. Here ”inf” stands for ”infimum”.
Similary

sup
x∈(0,1)

f(x) = 1,

where ”sup” means ”supremum”. Usually his distinction hardly matters.

3.1.19 Exercise

Which of the following problems have a unique, definitive and reasonable solution? In case of doubts, defend your opinion!

� Find the rectangle having the largest area, if its circumference is 4.

� Find the rectangle having the smallest area, if its circumference is 4.
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3.1.20 Exercise

Let f(x) be a nonnegative, continuous function defined on [0, 1] and assume that f(0) = 0, f(1) = 1.
Which of the following problems have a unique, definitive and reasonable solution? In case of doubts, defend your opinion!

� Find that f for which the area between the x-axis and f(x) is the smallest possible.

� Find that f for which the area between the x-axis and f(x) is the largest possible.

� Find that f for which the arc length of the plot of f is the smallest possible.

� Find that f for which the arc length of the plot of f is the largest possible.

3.2 Numerical approximations

3.2.1 Sample exercise: Plotting

Use a spreadsheet program to plot together f(x) = 2x2 − x4 and its derivative f ′(x) on [−1, 1]! Pretend that you do not
know how to compute the derivative, use instead the numerical approximation

f ′(x) ≈ f(x+ ∆x)− f(x)

∆x
.

3.2.2 Exercise

Repeat the previous sample exercise for f(x) = xe−x on [0, 3] !

3.2.3 Sample exercise: Error of numerical derivation

Let

f(x) = ex, x0 = 2, ∆x =
1

2n
, n = 2 . . . 20.

f ′(x0) ≈ ∆f

∆x
=
f(x0 + ∆x)− f(x0)

∆x
,

error(∆x) =

∣∣∣∣∆f∆x
− f ′(x0)

∣∣∣∣ .
Assume that error(∆x) ≈ c ·∆xα for some c, α constants when ∆x→ 0. To extract α, plot lg(∆x)↔ lg(error(∆x)), since

lg(error(∆x) ≈ lg(c ·∆xα) = lg(c) + α lg(∆x),

so α would be just the slope of the loglog plot. Since the power like behaviour of the error is accurate only when ∆x is small,
use only the points corresponding to (let us say) n = 13 . . . 20.

� How much are 210 and 220? You should know the first one exactly, while the second at least approximately. (How
many bytes is a kilobyte?)

� How much are 2−10 and 2−20 approximately?

Use the linest function to fit a line to the data points! So what is your estimate of α? Your result should be close to an
integer, what would that be?

Solution: Make a spreadsheet table with columns

n = 2 . . . 20, ∆x = 1/2n, ∆f/∆x, error(∆x), lg(∆x), lg(error(∆x)).

Then applying linest to the last two columns for n = 13 . . . 20 ( on my spreadsheet it is =LINEST(F13:F20,E13:E20) ) will
produce two numbers: 1.000025708 and 0.567681845. So according to our measurements

error(∆x) ≈ 100.567681845 ·∆x1.000025708 ≈ 3.69557 ·∆x.

In the ∆x→ 0 limit the exponent of ∆x would be just 1.

3.2.4 Exercise

Repeat the previous exercise for

sinx, x = 0 or x = π/4.

You should get different result at the two x0 values!
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3.2.5 Exercise

Repeat the previous exercise for

f(x) = exp(x), x = 2,

but now use the following approximation of the derivative f ′:

f ′(x0) ≈ ∆f

∆x
=
f(x0 + ∆x)− f(x0 −∆x)

2∆x

3.2.6 Exercise

Try to explain why the numerical approximation of f ′ is better in the last exercise compared to the sample exercise! Draw
a pictures of f and on that figure draw straight lines with slopes corresponding to the two approximation schemes! Which
one seems to be a better approximation?
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